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Abstract. We report an experiment to evaluate DQGen’s performance in  
generating three types of distractors for diagnostic multiple-choice cloze  
(fill-in-the-blank) questions to assess children’s reading comprehension processes. 
Ungrammatical distractors test syntax, nonsensical distractors test semantics, and 
locally plausible distractors test inter-sentential processing. 27 knowledgeable 
humans rated candidate answers as correct, plausible, nonsensical, or ungrammat-
ical without knowing their intended type or whether they were generated by 
DQGen, written by other humans, or correct. Surprisingly, DQGen did signifi-
cantly better than humans at generating ungrammatical distractors and slightly 
better than them at generating nonsensical distractors, albeit worse at generating 
plausible distractors. Vetting its output and writing distractors only when neces-
sary would take half as long as writing them all, and improve their quality. 
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1 Introduction 

Traditionally, generation of questions to assess reading comprehension relied on  
humans – either teachers (and students) during instruction, or materials developers 
beforehand.  More recently, the less labor-intensive approach of automated question 
generation has been used for multiple tasks, such as inserting comprehension checks 
in a reading tutor [1], generating comprehension instruction [2], testing vocabulary 
[3], recognizing children’s spoken questions [4], assessing closed-domain knowledge 
[5, 6], evaluating language proficiency [7-10], and assisting academic writing [11]. 

One type of question especially conducive to automated generation is the multiple 
choice cloze (fill-in-the-blank) question, in which one word in a sentence is replaced 
with a blank. Answering without guessing requires having relevant background know-
ledge and understanding the context in order to select the best word from a list of 
options for completing the sentence. Cloze questions are used in many standardized 
tests, such as SAT (Scholastic Aptitude Test), TOEFL (Test of English as a Foreign 
Language), and TOEIC (Test of English for International Communication). Research 
has explored automated generation of cloze questions for various purposes, for  
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example to test comprehension of important concepts in textbooks [5]. In the domain 
of language learning, a growing number of studies explain how to generate such ques-
tions to test English language proficiency with verbs [7], prepositions [8], adjectives 
[9], and grammar patterns [10]. Especially in language learning, cloze questions can 
test the ability to decide which word is consistent with the surrounding context. Thus 
they tap comprehension processes that judge various types of consistency, such as 
syntactic, semantic, and inter-sentential, in the course of constructing a situation mod-
el that represents “the content or microworld that the text is about” [12]. In brief,  
these processes encode sentences, integrate them into an overall representation of 
meaning, notice gaps and inconsistencies, and repair them [13, 14]. 

DQGen (Diagnostic Question Generator) [15] generates cloze questions for diag-
nostic assessment of a child’s comprehension while reading a given text. As Fig. 1 
illustrates, DQGen’s questions have four components.  The stem is the truncated 
sentence, “That helps your body find and kill _____.”  The context is the text preced-
ing the stem.  The correct answer is by definition the deleted original word “germs.” 
The distractors are the other candidate completions. 

 

Some of those cells patrol your body. They are hungry, and they eat germs! Some 
stop the trouble germs make. Others make antibodies. They stick to germs. That 
helps your body find and kill _____. 

1. are   – ungrammatical  
2. intestines – nonsensical (but grammatical) 
3. terrorists – plausible (meaningful by itself but incorrect given the preceding text) 
4. germs   – correct 

Fig. 1. Annotated example of a multiple-choice cloze question generated by DQGen  

To detect failures in different comprehension processes, DQGen uses three types of 
distractors. Each type of distractor indicates a different type of comprehension failure 
when chosen by a child instead of the correct answer.  DQGen classifies the word 
“are” as ungrammatical because it has the wrong part of speech.  DQGen classifies 
“intestines” as nonsensical because “find and kill intestines .” does not occur in the 
Google N-grams corpus.  DQGen classifies “terrorists” as plausible only locally be-
cause “find and kill terrorists .” occurs in the Google N-grams corpus, but “terrorists” is 
topically unrelated to the preceding paragraph.  DQGen classifies “germs” as correct 
because it was the last word of the original sentence.  Aggregating children’s perfor-
mance over questions with these three types of distractors should not only assess their 
comprehension, but profile the difficulties faced by a given child or posed by a given 
text.  For instance, a child who processes syntax and semantics but not the relation of a 
sentence to the context preceding it would reject the ungrammatical and nonsensical 
distractors, but pick the plausible distractor as often as the correct answer. 

DQGen uses a generate-and-test approach. It chooses a candidate at random from a 
source of candidates for that type of distractor, and rejects the candidate if it does not 
satisfy the constraints for that type, e.g. that ungrammatical distractors must have the 
wrong part of speech. Mostow and Jang [15] evaluated DQGen by itself; here we 
evaluate the current (2014) version of DQGen against human performance. Section 2 
describes our experiment. Section 3 reports results. Section 4 concludes. 



 Evaluating Human and Automated Generation of Diagnostic Distractors 157 

2 Experimental Design 

To evaluate DQGen against human performance, we had to specify the task being 
performed and the criteria by which to evaluate it.  Given a text with some sentences 
selected to turn into stems by deleting the last word, the task was to generate a distrac-
tor of each type – ungrammatical, nonsensical, and plausible. 

Our principal evaluation criterion was whether a generated distractor achieved its 
purpose according to human judges blind to its source (DQGen or human), its in-
tended type (ungrammatical, nonsensical, or plausible), and the correct (original) 
answer.  An additional evaluation criterion was time:  we wanted to know how long 
it took humans to rate or write each type of distractor.  Besides quantifying the rela-
tive difficulty of rating vs. writing the three types of distractors, the practical purpose 
of this information was to predict which would be faster – writing distractors by hand, 
or hand-vetting distractors generated by DQGen. 

MATERIALS:  To enable controlled evaluation of distractors, we gave DQGen 
and humans the same 7 texts from Project LISTEN’s Reading Tutor [16], containing a 
total of 16 cloze stems and chosen to ensure that DQGen could generate each type of 
distractor for each stem. 

APPARATUS:  To run the experiment, we implemented a website in PHP and 
connected it to a MySQL database server that logged a timestamped event for each 
page entrance or exit, keyboard input, or menu selection.  The database also kept 
track of each participant’s position in the protocol in order to continue at the same 
point after an interruption, and to avoid repeating any of the protocol.   

PARTICIPANTS:  To recruit human experts proficient in English and sufficient-
ly knowledgeable about reading comprehension to rate and write distractors, we post-
ed a request to Carnegie Mellon’s doctoral Program in Interdisciplinary Research 
(www.cmu.edu/pier) and to the Society for the Scientific Study of Reading (trip-
lesr.org).  The request directed participants to the website for the experiment. 

After data cleaning to filter out data from in-house software testing, failed attempts 
to log in, unfinished protocols, and two null ratings, we had data for 27 participants. 

PROCEDURE:  The experimental protocol consisted of logging into the experi-
ment website, a brief introduction, the two main tasks (first rating, then writing), and 
finally a survey with a series of optional typed-input questions about various aspects 
of the experiment. 

The introduction thanked participants for “helping our research by doing two tasks: 
rating (the first task) and designing (the second task) multiple choice cloze (fill-in-
the-blank) items to assess children's reading comprehension.” It explained that in the 
first task, they would read texts containing a total of 8 cloze stems, see different can-
didate completions of each stem, and classify each completion as Correct, Plausible, 
Nonsensical, or Ungrammatical.  It showed the annotated example in Fig. 1 and: 

 

Please classify each choice on its own merits, independently of the others. 
Your responses will be timed as a measure of the effort they require.  
Therefore you will not get an opportunity to revise them.  
Also, please try to avoid interruptions during a text.  
However, pausing between texts is fine.  
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In the rating task, participants read 3-4 texts containing a total of 8 stems.  Stems 
appeared on a new screen with this note:  “If you need to reread the text first, please 
click on the Previous button above. Otherwise, click on one of the 4 buttons below to 
classify the following completion (independently of the others).” The button for each 
rating included its description shown in Fig. 1.  Participants rated seven candidate 
single-word completions, one at a time, for each stem, e.g., “The next morning, Silly 
Pilly was ready to go to ____.” The seven candidates, reordered randomly for each 
participant, consisted of the correct answer (“school”), the three distractors generated 
by DQGen (“along”, “slang”, and “breakfast”), and three authored by humans (e.g. 
“blue”, “slip”, and “home”).  The writing task was similar: 

In the second task, you will read texts that contain cloze items. You will be 
prompted to type in four 1-word completions of each cloze item, one completion 
of each kind. These words should be no harder for a child than the reading 
level of the text. 

To avoid problematic input such as null responses, typos, and non-words, we in-
cluded code to reject them and prompt for a replacement, but these events, averaging 
25 seconds, occurred for only 11 of the 504 human-written distractors in our data. 

ASSIGNMENT TO CONDITIONS:  All participants did rating before writing, 
which we considered harder and in fact averaged about 3 times as long per comple-
tion.  To avoid text-specific bias, we counter-balanced the study design so that half 
the participants (the “AB” group) rated completions for the 8 stems in set A and then 
wrote completions for the 8 stems in set B, and the other half (the “BA” group) rated 
completions for the stems in set B and then wrote completions for the stems in set A.   

Participants in each group rated the same distractors generated by DQGen, but they 
rated different distractors authored by humans, so as to give us a more diverse sample.  
To limit the protocol duration, each participant rated distractors authored by only one 
participant from the other group.  Accordingly, we used the following algorithm to 
assign participants to rate human-authored distractors. 

The first participants saw distractors written by staff experienced with cloze ques-
tions.  However, as soon as participants completed the protocol, the distractors writ-
ten by these protocol completers became available for subsequent participants to rate.  
Once a participant completed the protocol by writing distractors for set B, another 
participant was assigned to rate them, and to write distractors for set A.  Similarly, 
those distractors were eventually (if ever) rated by some subsequent participant as-
signed to rate set A and write distractors for set B, and so on. 

This “daisy-chaining” algorithm assigned each new participant to rate cloze items 
from whichever set (A or B) had been rated so far by fewer participants who had fi-
nished the protocol. It chose human-authored distractors not yet rated by anyone who 
had finished the protocol.  Consequently, all 27 participants rated distractors gener-
ated by DQGen for either set A or set B.  21 participants’ distractors got rated – 16 
participants with one rating per distractor, and the other five with two. Our data set 
contains no ratings for the remaining six participants’ distractors, either because no-
body rated them, or because we discarded data from other participants who may have 
rated them but didn’t finish the rest of the protocol. 
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3 Results 

Table 1 shows the percentage of ratings of each intended distractor type as Ungram-
matical, Nonsensical, Plausible, or Correct, based on 1486 ratings by 27 raters of 16 
correct answers, 48 distractors generated by DQGen, and 504 distractors written by 
21 humans.  Inter-rater reliability was substantial on distractors generated by DQGen 
(Fleiss’ Kappa = 0.66). Only 40 human-authored distractors were rated by more than 
one rater, namely 5 sets of 8 distractors rated by a pair of raters.  Cohen’s Kappa for 
each pair of raters averaged 0.46 (N = 5, SD 0.25), i.e., only moderate agreement, vs. 
0.60 (SD 0.09), close to substantial agreement, on the 8 DQGen-generated distractors 
they both rated, but the two means did not differ reliably on a paired T-test (p=0.31). 

Table 1. Confusion matrix for ratings of DQGen‘s and human distractors and correct answers 

Rating: Ungrammatical Nonsensical Plausible Correct 

Intended type: DQGen Human DQGen Human DQGen Human DQGen Human 

Ungrammatical 93% > 81% a 4% 16% 3% 1% 0% 2% 

Nonsensical 14% 5% 81% > 74% b 5% 20% 0% 1% 

Plausible 2% 2% 23% 23% 54% < 63% c 21% 13% 

Correct 0% 2% 18% 80% 

a. Chi-square p < 0.001; b. p = 0.089; c. p = 0.053 

The boldfaced diagonal entries in Table 1 compare the percentages of ratings that 
agreed with the intended types of DQGen- and human-generated distractors. To de-
termine which differences were not only reliable but likely to generalize to unseen 
data from similar cloze stems and raters, we used a logistic mixed-effects model.  
Like logistic regression, it predicted a binary outcome – whether the rating of a dis-
tractor will agree with its intended type – as the log odds ratio of the probability of 
agreement over the probability of disagreement.  It used random effects to model 
variation in cloze stems or raters. To find the model that fit the data best, we used 
backward model selection, starting with five predictors we expected could affect the 
outcome.  Three were fixed effects:  distractor source, intended type, and their inte-
raction. Two were random effects:  stem and rater (just their intercepts, not their 
slopes, which our data was too sparse to estimate).  We kept removing the weakest 
predictor (the one with the highest p-value) until doing so stopped improving model 
fit in a Likelihood Ratio Test. We now relate the resulting model in Table 2 to the 
ratings in Table 1: 

Main Effect of Intended Distractor Type: Compared to their nonsensical distrac-
tors, both DQGen and humans generated significantly worse (p < 0.02) plausible dis-
tractors, with a trend (p < 0.1) toward better ungrammatical distractors. 

No Main Effect of Source:  Surprisingly, DQGen’s distractor quality did not differ 
significantly overall from humans’. 
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Interaction of Source with Distractor Type: Although DQGen and humans did not 
differ significantly overall, they differed for some distractor types after adjusting for 
the fixed effect of distractor type and the random effect of stem.  DQGen’s ungram-
matical distractors were significantly (p < 0.001) better than humans’, its plausible 
distractors were probably (p ~ 0.05) worse than humans’, and there was a trend (p < 
0.1) for its nonsensical distractors to be better than humans’. 

No Random Effect of Individual Rater: We would have expected a rater effect if 
some raters were systematically worse, e.g., rated at random.  The absence of such 
an effect reassuringly suggests the results are likely to generalize to future similar 
raters. 

Random Effect of Stem:  Performance differed reliably by stem (SD = 0.35), i.e., 
the best-fitting model had a (1 | stem) ~ N(0, 0.352) distribution of random per-stem 
intercepts.  For some stems, raters could not tell correct answers from plausible dis-
tractors, as the error analysis in Section 3.2 below will discuss further. 

Table 2. Best-fitting model of agreement; reference base for distractor_type is Nonsensical 

Model:  agreement ~ distractor_type + source × distractor_type + (1 | stem) 

Random effects: Variance: SD: 

stem 0.12 0.35 

Fixed effects: β coefficient: p-value: 

intercept 1.08 <0.001 

distractor_type = Ungrammatical 0.40 0.098 

distractor_type = Plausible -0.53 0.014 

distractor_type = Ungrammatical × source = DQGen 1.11 <0.001 

distractor_type = Nonsensical × source = DQGen 0.41 0.082 

distractor_type = Plausible × source = DQGen -0.39 0.053 

Time Analysis:  To see whether DQGen could speed up human authoring, we com-
pared the time for humans to rate versus write distractors.  They averaged about 5 
seconds to rate a choice and about 19 seconds to write any type of distractor.  Based 
on Table 1, rating a distractor generated by DQGen and rewriting it only if unaccept-
able would average (5 seconds) + (1 – agreement rate) × (19 seconds) = about 10 
seconds, barely half of the 19 seconds to write it by hand.  Moreover, 92% of distrac-
tors would match their intended type if vetting is perfect, i.e. rates DQGen-generated 
distractors properly by definition.  Only 73% of human-authored distractors do so. 

To analyze effects on the time to rate a choice, we used mixed-effects linear re-
gression starting with source, type, rating agreement and their interaction as fixed 
effects, and stem and rater as random effects.  Backward model selection led to the 
model in Table 3: 

No Main Effects: Rating time didn’t differ reliably by source, type, or agreement. 

Random Effects: Rating time differed reliably by both stem and rater.  
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Interaction of Agreement with Intended Type (p < 0.001):  Rating was significantly 
faster when it agreed with choices intended to be correct (4.6 s < 8.7 s), ungrammatical 
(4.3 s < 7.2 s), or nonsensical (5.2 s < 5.7 s).  For plausible distractors, rating was 
slower (6.6 s > 5.8 s) (albeit not significantly) when it agreed with intended type, per-
haps because confirming that a distractor is plausible requires additional thought. 

Table 3. Best-fitting model of time to rate a choice 

Model:  duration ~ intended_type × agreement + (1 | stem) + (1 | rater) 

Random effects: Variance: SD: 

stem 3.48 1.87 

rater 1.92 1.38 

Fixed effects: β coefficient: t-value: 

intercept 6.26 10.32 

intended_type = Ungrammatical × agreement = agree -1.89 -4.76 

intended_type = Nonsensical × agreement = agree -0.97 -2.37 

intended_type = Plausible × agreement = agree 0.14 0.33 

intended_type = Correct × agreement = agree -1.61 -3.24 

Error Analysis:  To shed light on which distractors were rated differently than their 
intended type, and why, we now discuss the off-diagonal cases in Table 1, most fre-
quent first: 

Distractors Intended to be Plausible but Rated as Nonsensical:  One possibility 
is that the raters disregarded “meaningful by itself” in our definition of plausible and 
took context into account in rating some distractors as nonsensical. 

Distractors Intended to be Plausible but Rated as Correct, or Vice Versa:  For 
instance, raters performed below or near chance on two sentences from a speech by 
Bill Clinton where his actual word fit no better than the plausible distractor: 

• our people have always mustered the determination to construct from these crises 
the pillars of our ____.  [history] 

Only 21% of the ratings of “history” classified it as correct, vs. 86% for “democracy.”  

• Clearly America must continue to lead the world we did so much to __.  [make] 

Only half of the ratings for “make” classified it as correct. 

DQGen assumes that the correct answer fits better than topically unrelated distractors.  
This assumption fails when lack of topicality fails to disqualify a plausible distractor. 

Distractors Generated by DQGen to be Nonsensical, but Rated as Ungrammati-
cal: For instance, 13 of 14 raters classified the distractor “share” as ungrammatical 
here: 
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• We nip if they stray too far from ____.  [home] 

DQGen chooses nonsensical distractors to have the same part of speech as the correct 
answer, in this case the noun “home”.  The word “share” can be a noun, but evident-
ly raters perceived it here as a verb and hence ungrammatical. 

Distractors Written by Humans to be Ungrammatical, but Rated as Nonsensical:  
6 of 13 raters classified “brave,” “flows,” “light,” “politics,” or “run” as nonsensical 
in: 

•  Now, the sights and sounds of this ceremony are broadcast instantaneously to 
billions around the ____.  [world] 

Perhaps the raters parsed them as nouns, but their authors did not (except “politics”).  
In generating ungrammatical distractors, DQGen considers alternative parts of speech. 

Distractors Written by Humans to be Nonsensical, but Rated as Plausible:  For 
instance, of the supposedly nonsensical distractors written by humans for the sentence 
“We nip if they stray too far from ____.”, “Bananas,” “beaches,” “beans,” “England,” 
“heaven,” “muscle,” “pizza, ” and “sheep” were indeed classified as nonsensical 
(each by a different rater), but “England,” “heaven, “rivers”, “sheep,” and “water” 
were classified as plausible (each by some other rater).  The last three distractors 
could be attributed to authors taking context into account, and therefore considering 
them nonsensical even though they’re plausible out of context.  Apparently they 
were unable to disregard context in deciding whether a word is nonsensical.  The 
disagreement on “England” and “heaven” suggests that it’s less clear-cut how to rate 
them, or perhaps that their plausibility or lack thereof depends on the extent to which 
the rater ignores context.  Evidently writing or judging nonsensical distractors is a 
difficult task for human raters who know the context, because they have trouble dis-
regarding it.  Depriving humans of the context would make both tasks easier for 
humans.  In contrast, DQGen by its very design disregards the context when generat-
ing nonsensical or ungrammatical distractors. 

4 Conclusion 

This paper contributes to automated diagnostic assessment of children’s reading com-
prehension by comparing the 2014 version of DQGen against human performance in 
generating ungrammatical, nonsensical, and plausible distractors for cloze stems.  
We had assumed that human performance was a gold standard to aspire to, and an 
existence proof of the level of performance possible; the gap would show where fur-
ther progress was possible and needed.   

Surprisingly, DQGen did not differ significantly overall from human performance, 
and actually beat humans at generating ungrammatical and nonsensical distractors. Its 
plausible distractors were too plausible, i.e. rated as correct answers 18% of the time.  
Error analysis elucidated the performance differences:  DQGen considers all parts of 
speech and distinguishes local from contextual plausibility, but needs stronger heuris-
tics than topicality to reliably generate distractors implausible in the larger context.  
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We projected that vetting DQGen’s output and writing distractors only if needed, 
rather than writing them all, would take only half the time and yield better distractors. 

Previous evaluations of automatically generated cloze questions relied on expert cri-
tiques or crowdsourced human performance at answering them.  We found one study 
[5] in which three experts compared their estimated time to write cloze questions for 
different texts with vs. without automated assistance.  Our study was much more 
tightly controlled, evaluating DQGen-generated vs. human-authored distractors for the 
same 16 cloze stems by what percentage of ratings by knowledgeable judges agreed 
with the distractors’ intended types, and by the exact logged time to write or rate them.  
To gauge the generalizability of our results to similar stems and raters, we used mixed-
effects models to analyze 1486 ratings by 27 raters of 16 correct answers, 48 distractors 
generated by DQGen, and 504 distractors authored by 21 humans. 

Small-scale crowd-sourced expert rating and writing of distractors enabled con-
trolled comparison of both the quality of each type of distractor and the time to write 
or rate them.  It exposed the influence of the preceding text on raters’ ability to dis-
tinguish nonsensical from plausible distractors.  Future studies should eliminate this 
influence by having humans rate or write distractors for cloze stems before seeing 
their context, and only then decide which plausible distractors do not fit the context. 

Limitations of this study leave ample room for future work.  We used 16 cloze 
stems from just seven stories.  To enable controlled comparison of distractors, we 
took these stems as givens, so we did not evaluate the percentage of sentences turned 
into cloze stems (yield), and we evaluated just the distractors, not the cloze stems, nor 
the overall quality of the resulting questions in diagnostic comprehension assessment.  
We used education and reading researchers blind to intended type to rate distractors, 
rather than validate them against expert diagnostic assessments of children. Finally, 
distractors based on deeper models of comprehension processes such as inter-
sentential inference may enable more reliable and informative diagnostic assessments. 
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